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A modified method for inferring upper troposphere cloud top
height using the GOES 12 imager 10.7 and 13.3 mm data
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[1] Passive satellite retrievals using conventional CO2 absorption techniques tend to
systematically underestimate the upper transmissive cloud top heights (CTHs). These
techniques are based on single‐layer assumptions that the upper cloud occupies a
geometrically thin layer above a cloud‐free surface. This study presents a new modified
CO2 absorption technique (MCO2AT) to improve the inference of transmissive CTHs
in the upper troposphere above 600 hPa. The MCO2AT employs an iterative algorithm
that starts with a single‐layer CO2 absorption technique (SCO2AT) followed by an
iterative procedure to retrieve an enhanced upper CTH based on inferred effective
background radiances. Both techniques are applied to the 10.7 and 13.3 mm channel
data of the Twelfth Geostationary Operational Environmental Satellite (GOES 12)
imager and their retrievals of upper tropospheric CTHs are compared with two active
sensing products: the ground‐based Active Remotely Sensed Cloud Location (ARSCL)
products from the Atmospheric Radiation Measurement Program (ARM) Southern
Great Plains (SGP) site and the satellite‐based Cloud Aerosol Lidar With Orthogonal
Polarization (CALIOP) products. On average, the CTHs from MCO2AT and SCO2AT
are lower than those from both of the active sensors by ∼1 and 2.4 km, respectively,
possibly due to the different sensitivities and spatial resolutions between passive and
active sensors. Preliminary validation of the new modified method is encouraging,
especially the improvements for upper transmissive clouds in geometrically thick and/or
multilayered cloud situations. The development of the modified method is particularly
useful for sensors like the GOES 12, Meteosat‐9, and others, which carry only one
CO2 absorption channel at ∼13.3 mm.
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1. Introduction

[2] To infer upper troposphere cloud top height (CTH),
passive meteorological satellites usually employ a window
technique that is based on analyses of radiances measured in
the visible and infrared (IR) window channels [e.g., Rossow
and Schiffer, 1991; Minnis et al., 1993, also CERES Edi-
tion‐2 cloud property retrievals using TRMM VIRS and
Terra and Aqua MODIS data, Part I: Algorithms; Part II:
Examples of average results and comparisons with other
data, submitted to IEEE Transactions on Geoscience and
Remote Sensing, 2010] or on a CO2‐slicing technique that is
based on analyses of the IR radiances obtained in various CO2

absorption spectral bands [e.g., Chahine, 1974; McCleese
and Wilson, 1976; Smith and Platt, 1978; Smith and Frey,
1990; Menzel et al., 1983, 1992]. Standard window techni-
ques tend to underestimate the occurrence of highly trans-
missive cirrus clouds [Rossow, 1989; Wylie and Menzel,
1989; Jin et al., 1996]. Often, these underestimated cirrus
clouds can be detected using the CO2‐slicing technique to
infer a cloud top pressure (CTP) and, hence, the CTH.
However, past validation studies have reported that the CTHs
inferred by the CO2‐slicing techniques were systematically
underestimated by a range of ∼1 km to more than 3 km,
depending on the transmissive nature of upper clouds [Wylie
and Menzel, 1989; Frey et al., 1999; Schreiner et al., 2001;
Hawkinson et al., 2005; Holz et al., 2006; Bedka et al.,
2007; Smith et al., 2008]. Other validation studies using
the window techniques for deep convection and optically
thick ice clouds have reported ∼1–2 km underestimation of
CTHs [Sherwood et al., 2004; Minnis et al., 2008].
[3] Window techniques have typically been used to ana-

lyze the high‐resolution (∼4 km) imager data on the Geo-
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stationary Operational Environmental Satellite (GOES)
series, GOES 8 through 11 [e.g., Smith et al., 2008], which
measure radiances at five wavelengths, nominally 0.65, 3.9,
6.7, 10.7 and 12 mm [Menzel and Purdom, 1994]. However,
beginning with GOES 12, the GOES‐I imager series have
replaced the 12 mm channel with a new 13.3 mm channel
to improve the cloud products derived from the GOES‐I
imagers [Schmit et al., 2001]. Techniques are needed to
efficiently exploit this new channel complement for retrievals
of cloud properties.
[4] To that end, this study explores a new modified CO2

absorption technique (MCO2AT) that uses the GOES 12
imager 10.7 and 13.3 mm channel data for improving the
inference of upper troposphere CTHs. Since the perfor-
mance of a two‐channel CO2 absorption technique depends
on the channels used, different channel selections can thus
result in different CTH solutions [Wielicki and Coakley,
1981; Eyre and Menzel, 1989]. Using lower‐wavelength
sounding channels, which have the least atmospheric
absorption, permits a CTH retrieval for the majority of clouds
throughout the troposphere. Higher‐wavelength sounding
channels, which are more absorbing, limit the detection to
high‐level clouds only due to increased atmospheric opacity
and reduced signal‐to‐noise ratios. However, it was also
noted that CTH retrieval skill depends on the accuracy of the
specified background radiances. For the case of single‐layer
clouds, the background radiances are assumed to be the clear‐
sky radiances. For complex multilayer cases (e.g., cirrus over
stratus), the background radiances for the upper‐level CTH
retrieval are no longer the clear‐sky radiances but rather the
radiances emitted from the lower‐level cloud and intervening
atmosphere. While use of the clear‐sky radiances may be
appropriate for single‐layer cases, it is usually not appropriate
for multilayer cases and often leads to underestimates in
upper‐level CTHs [Chang and Li, 2005]. Thus, accurately
characterizing the proper background radiances is particu-
larly important for improving upper transmissive CTH
retrievals.
[5] The primary objective of the MCO2AT is to improve

the retrievals of upper troposphere transmissive CTH for both
multilayer clouds and for geometrically thick, but optically
thin clouds. The traditional single‐layer CO2 absorption
technique (SCO2AT) often assumes that the cloud occupies
a single layer in the field of view (FOV) of the satellite
instrument and the single‐layer cloud occupies infinitesimal
or zero thickness by neglecting the cloud geometric thickness
effect. Chang and Li [2005] compared the single‐layered and
multilayered cloud properties derived from the Moderate
Resolution Imaging Spectroradiometer (MODIS) data and
reported that the CO2‐slicing CTPs for multilayer clouds
were likely overestimated by 40 hPa on a global scale due to
single‐layer assumptions. Holz et al. [2006] used the hyper-
spectral Scanning High‐Resolution Interferometer Sounder
(S‐HIS) data and reported that for geometrically thick but
optically thin clouds, the CO2‐slicing CTHs were under-
estimated by more than 3 km. The MCO2AT is thus devel-
oped to infer the effective background radiances to replace the
clear‐sky radiances. Use of the background radiance should
reduce the underestimation of upper cirrus CTH caused by
any underlying lower cloud and/or to reduce the underesti-
mation of top heights for geometrically thick, tenuous clouds.
It could also provide a better estimate of the true clear‐sky

radiances when they are based on uncertain estimates of
surface temperature.
[6] The method is initially tested using data from GOES

12. To evaluate the retrievals of upper tropospheric CTHs
by both the MCO2AT and SCO2AT, GOES 12 half‐hourly
scanning data are matched with two active remote sensing
products: the ground‐based Active Remotely Sensed Cloud
Location (ARSCL) products [Clothiaux et al., 2000] from
the Atmospheric Radiation Measurement (ARM) Program
[Ackerman and Stokes, 2003] Southern Great Plains site and
the space‐based Cloud‐Aerosol Lidar and Infrared Pathfinder
Satellite Observation (CALIPSO) cloud vertical mask pro-
ducts measured by the Cloud Aerosol Lidar with Orthogonal
Polarization (CALIOP) [Winker et al., 2007].
[7] Section 2 describes the data sets used herein, and

section 3 presents the iterative algorithm of theMCO2AT that
starts with the SCO2AT CTH retrieval. Section 4 presents the
results obtained with the MCO2AT and the SCO2AT and
their comparisons with the results obtained from the ARSCL
and the CALIOP. Section 5 gives the concluding remarks.

2. Data

2.1. GOES 12 and ARSCL Data

[8] To examine the performance of the MCO2AT‐
retrieved CTHs, this study uses the half‐hourly GOES 12
imagery taken about 15 and 45 min after the UTC hour. The
ARSCL‐inferred CTHs are compared with retrievals using
GOES 12 imagery data taken during May 2005. During this
month, the ARMSGPCloud and Radiation Test Bed (CART)
in Lamont, Oklahoma, was frequently cloudy, having various
cloud types almost every day. The half‐hourly GOES 12 data
for the SGP domain were taken from the NASA Langley
ARM imagery and cloud product archives [Ayers et al., 2006]
(see http://www‐angler.larc.nasa.gov/). Those images have a
convolved 4 km × 3.2 km spatial resolution at nadir. The
original scanning resolution is about 4 km × 2.3 km (north‐
south direction × east‐west direction) for the 10.7 mm channel
and about 8 km × 2.3 km (north‐south × east‐west) for the
13.3 mm channel. At the ARM SGP CART site (36.6°N,
97.5°W), the GOES 12 imager has an oblique satellite
viewing zenith angle of ∼48° that degrades its spatial reso-
lution by a factor of ∼1.5 compared to the nadir view.
[9] The ARSCL provides a time series of cloud top and

cloud base heights for single‐layer or multilayer clouds
observed at the ARM SGP CART site with an up‐looking
spatial resolution of ∼45 m and a temporal sampling rate at
10 s intervals [Clothiaux et al., 2000]. The ARSCL algo-
rithm combines the ground‐based active remote sensing
measurements from both a millimeter‐wavelength cloud
radar (MMCR) and a micropulse lidar (MPL) to estimate the
locations of cloud top and cloud base heights. Since the
ARSCL produces a much finer resolution time series data
than the GOES 12 imager, the ARSCL uppermost CTHs are
averaged over a 3 min period centered at the time when the
imager scanned across the CART site. On the other hand,
since the GOES 12 has an oblique view at the CART site, the
imager pixels obtained within a 15 km × 15 km area centered
at the CART site are analyzed to determine the number of
pixels having upper troposphere CTHs retrieved by the
MCO2AT and SCO2AT. The number of CTH‐retrieved
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pixels serves as a spatial uniformity check when comparing
the CTH differences between the two data sets.

2.2. GOES 12 and CALIOP Data

[10] Comparisons of the CALIOP‐ and GOES 12‐inferred
CTHs are performed using data from April 2007. Because of
CALIPSO’s orbit, CALIOP data are only available around
1330 LT at different locations each day. The CALIOP is a
nadir‐pointing instrument that samples every 330 m with a
spatial resolution (footprint) of ∼70 m. It uses 532 and
1064 nm lidars to profile clouds and aerosols [Winker et al.,
2007], providing CTHs, for each observed layer until the
beam is attenuated.
[11] The CALIOP and GOES data are matched first based

on the collocation of the two satellite data where the time
difference between the observations is no more than ±10 min.
Since the GOES 12 data have various satellite viewing zenith
angles, for every matched data pair, a 3 × 3 pixel array from
GOES 12 is used for analyses of the MCO2AT‐ and
SCO2AT‐retrieved CTHs. The CALIOP data falling within
the 3 × 3 pixel array and within ±10 min of the observation
time difference are used in the comparison. The sensitivities
of the GOES‐CALIOP CTH differences to observation time
difference, the imager viewing zenith angle, and the number
of GOES 12 imager pixels with valid MCO2AT and
SCO2AT retrievals are examined in section 4.2.

3. Techniques

3.1. Single‐Layer CO2 Absorption Technique

[12] Since conventional CO2 absorption techniques are
based on a single‐layer cloud assumption, we briefly describe
the SCO2AT that utilizes the radiance pair obtained by the
GOES 12 imager at the 10.7 mm and 13.3 mm channels. For
simplicity, hereafter we use the superscript 11 to denote the
10.7 mm channel and superscript 13 to denote the 13.3 mm
channel.
[13] Let us begin by considering the clear‐sky radiances

Rclr
11 and Rclr

13 for the two channels, which are given by

R11
clrðTgjPgÞ ¼ B11ðTgÞ�11ðPgÞ þ

Z 0

Pg

B11ðTðPÞÞ d�
11ðPÞ

d lnP
d lnP

ð1Þ

R13
clrðTgjPgÞ ¼ B13ðTgÞ�13ðPgÞ þ

Z 0

Pg

B13ðTðPÞÞ d�
13ðPÞ

d lnP
d lnP;

ð2Þ

where Tg and Pg denote the ground surface temperature and
pressure, B11 and B13 denote the Planck function, and x11(P)
and x13(P) denote the transmittance between TOA (P = 0)
and pressure‐level P for the two channels. In (1) and (2), the
surface emissivity is assumed to be unity. Similarly, the
opaque overcast radiances Rovc

11 and Rovc
13 for the two chan-

nels are given by

R11
ovcðTcjPcÞ ¼ B11ðTcÞ�11ðPcÞ þ

Z 0

Pc

B11ðTðPÞÞ d�
11ðPÞ

d lnP
d lnP

ð3Þ

R13
ovcðTcjPcÞ ¼ B13ðTcÞ�13ðPcÞ þ

Z 0

Pc

B13ðTðPÞÞ d�
13ðPÞ

d lnP
d lnP;

ð4Þ

where Tc and Pc denote the cloud top temperature and
pressure.
[14] In the two IR channels, cloud reflectivity is often

negligible and, thus, cloud transmissivity tc can be related to
cloud emissivity ec by tc = 1 − ec. As such, the satellite‐
observed radiances Robs

11 and Robs
13 for a semitransparent

cloudy pixel are given by

R11
obs ¼ "11c R11

ovcðTcjPcÞ þ ð1� "11c ÞR11
clrðTgjPgÞ ð5Þ

R13
obs ¼ "13c R13

ovcðTcjPcÞ þ ð1� "13c ÞR13
clrðTgjPgÞ; ð6Þ

where "c = ecAc denotes an effective cloud emissivity with ec
being the cloud emissivity and Ac being the cloud cover
fraction of the imager pixel. In (5) and (6), Robs = Rovc, if "c
= 1 or Robs = Rclr, if "c = 0.
[15] We can manipulate (5) and (6) to derive the ratios of

the two channels for the cloud radiative effects to yield

R13
obs � R13

clrðTgjPgÞ
R11
obs � R11

clrðTgjPgÞ ¼
"13c ðR13

ovcðTcjPcÞ � R13
clrðTgjPgÞÞ

"11c ðR11
ovcðTcjPcÞ � R11

clrðTgjPgÞÞ : ð7Þ

The ratios in (7) represent the cloud radiative effects where
the left‐hand side represents satellite observations and the
right‐hand side can be estimated through radiative transfer
calculations for specified Tc and Pc. For an observed pair of
Robs
11 and Robs

13 , the solution Tc∣Pc is obtained by minimizing
the differences between the two sides of (7) with the spec-
ified Tg∣Pg. In conventional CO2 absorption approaches, the
differences in IR spectral emissivities are often assumed
negligible, i.e., "c

11 ≈ "c
13.

[16] The input atmospheric profiles of temperature, pres-
sure, height and humidity for calculating the clear‐sky and
overcast radiances in (1)–(4) are taken from the NOAA
National Centers for Environmental Prediction (NCEP) 1‐
hourly Rapid Update Cycle (RUC) model analysis data set
with a 40 km spatial resolution [Benjamin et al., 2004a,
2004b]. The hourly RUC data set covers a large portion of
North America including the Contiguous United States
(CONUS). The widely used MODTRAN4 radiative transfer
code [Berk et al., 1999] is used for simulations of the
spectral radiances.

3.2. Modified CO2 Absorption Technique

[17] The MCO2AT is a modified version of the SCO2AT.
As the SCO2AT assumes clouds being single‐layered with a
clear‐sky background, the MCO2AT is proposed to use
inferred effective background radiances to replace the clear‐
sky radiances. In an idealized two‐layer cloud situation, the
effective background radiances represent the blackbody
lower‐cloud radiances. In reality, the effective background
radiances are often a mixture of clear‐sky radiances and/or
lower‐cloud radiances in single‐layer and/or multilayer
cloud situations.
[18] In essence, the MCO2AT determines the effective

background temperature Tebg and effective background

CHANG ET AL.: UPPER TROPOSPHERE CLOUD TOP HEIGHT D06208D06208

3 of 13



pressure Pebg in contrast to the Tg and Pg in the SCO2AT.
As such, equation (7) is modified in the MCO2AT and
given by

R13
obs � R13

ebgðTebgjPebgÞ
R11
obs � R11

ebgðTebgjPebgÞ ¼
"13c ðR13

ovcðTcjPcÞ � R13
ebgðTebg jPebgÞÞ

"11c ðR11
ovcðTcjPcÞ � R11

ebgðTebg jPebgÞÞ ;

ð8Þ

where

R11
ebgðTebgjPebgÞ ¼ B11ðTebgÞ�11ðPebgÞ

þ
Z 0

Pebg

B11ðTðPÞÞ d�
11ðPÞ

d lnP
d lnP ð9Þ

R13
ebgðTebgjPebgÞ ¼ B13ðTebgÞ�13ðPebgÞ

þ
Z 0

Pebg

B13ðTðPÞÞ d�
13ðPÞ

d lnP
d lnP: ð10Þ

We also relate "c
11 and "c

13 through

"13c
"11c

¼ 1� expð��13c =�Þ
1� expð��11c =�Þ ð11Þ

�13c
�11c

¼ �13
ext

�11
ext

; ð12Þ

where tc
11 and tc

13 denote the corresponding spectral cloud
optical depths, sext

11 and sext
13 denote the corresponding

spectral extinction coefficients, and m denotes the cosine of
satellite viewing zenith angle. Here we adopt sext

11 /sext
13 = 1.12

for an approximate range of sext
11 /sext

13 = 1.02–1.25 for various
ice crystal size distributions [e.g., Yang et al., 2001].
[19] To solve for Tc∣Pc using (8), the MCO2AT needs to

determine Tebg∣Pebg using an iterative retrieval algorithm.
The algorithm as presented in Figure 1 consists of three
main steps. The first step is to apply the SCO2AT if the
satellite‐observed Robs

11 is less than Rclr
11 − dR

11. Here, a
threshold dR

11 = 0.5 Wm−2sr−1mm−1 is used to account for the

Figure 1. Schematic diagram for illustrating the SCO2AT and MCO2AT algorithms.
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uncertainties of the surface and atmospheric temperature
profile. If the SCO2AT‐inferred Pc < 600 hPa, the retrieval
will proceed to the second step to compare the satellite‐
observed Robs

13 with an initial estimate of Rebg
13 − dR

13, where
the threshold dR

13 = 0.1 Wm−2sr−1mm−1 is used to account for
about five times the instrument noise level of the GOES 12
imager 13.3 mm radiance observations. If Robs

13 is not less
than the initial estimate, the retrieval will stop and the so-
lution is assigned with the SCO2AT‐inferred Pc. If Robs

13 is
less than Rebg

13 − dR
13, the retrieval will proceed to the third

step for an iteration of the MCO2AT.
[20] More details for step 2 are given by 2A‐2D and for

step 3 are given by 3A‐3G as listed here:

2A. Set initial Rebg
11 (Tebg∣Pebg) to equal Robs

11 .
2B. Use the initial Rebg

11 and equation (9) to retrieve an
initial estimate of Tebg∣Pebg.

2C. Use equation (10) to infer an initial estimate of Rebg
13

(Tebg∣ Pebg).
2D. Compare the satellite‐observed Robs

13 with the initial
Rebg
13 . If Robs

13 < Rebg
13 − dR

13, proceed to 3A‐3G.
3A. Infer a new 13.3 mm effective emissivity "c

13 by

"13c ¼ R13
obs � R13

ebgðTebg jPebgÞÞ
ðR13

ovcðTcjPcÞ � R13
ebgðTebgjPebgÞÞ : ð13Þ

3B. Use equation (11) and the new "c
13 to infer a new "c

11.
3C. Infer a new 10.7 mm effective background radiance

Rebg
11 by

R11
ebgðTebgjPebgÞ ¼ R11

obs � "11c R11
ovcðTcjPcÞ

ð1� "11c Þ ; ð14Þ

but constrain the new Rebg
11 by a maximum at Rebg

11 = Rclr
11 and a

minimum at Rebg
11 = (Rclr

11 + Robs
11 )/2.

3D. Use equation (9) and the new Rebg
11 to retrieve new

Tebg∣Pebg.
3E. Use equation (10) and the new Tebg∣Pebg to infer a new

Rebg
13 .
3F. Use equation (8) and the new Tebg∣Pebg to retrieve new

Tc∣Pc.
3G. If ∣new Rebg

13 − old Rebg
13 ∣ > dR

Ch6, repeat 3A–3G.
[21] The above retrieval algorithm will give a cloud pixel

a possible upper CTH solution set [Pc,Tc] inferred by the
MCO2AT for an enhanced CO2‐CTH or by the SCO2AT
for a regular CO2‐CTH. The upper CTH is inferred by
finding the altitude corresponding to Pc using the RUC
vertical profile of pressure levels. The threshold of 600 hPa
(∼4.3 km) is selected conservatively because the CO2 ab-
sorption technique is based on the well‐mixed nature of CO2

in the upper troposphere and the CO2‐CTH becomes less
certain in the lower troposphere due to its reduced signal‐to‐
noise ratio. There may be a possible low‐level CTH solu-
tion, which would require the window technique and/or a
more robust cloud retrieval algorithm, but that is beyond the
scope of this study. In this paper, we only focus on the
results derived from the SCO2AT and MCO2AT.
[22] Figure 2 shows an example of the 10.7 and 13.3 mm

brightness temperatures calculated from the SCO2AT
(Figure 2a) and MCO2AT (Figure 2b) for clouds at different
pressure levels (solid lines) and different "c

11 (dashed lines).
The calculations are for the atmospheric profiles obtained at
the ARM SGP site at 1045 UTC on 1 May 2005. The
ground surface temperature Tg is 283 K for the SCO2AT in
Figure 2a and the inferred effective background temperature
Tebg is 262.5 K for theMCO2AT in Figure 2b. The collocated
GOES 12 imager pixel has the observed 10.7 and 13.3 mm
brightness temperatures of 237.3K and 232.1K, respectively.
The cloud in the imager pixel is clearly not an opaque cloud
since the SCO2AT‐inferred "c

11 is about 0.7 (Figure 2a) and
the MCO2AT‐inferred "c

11 is about 0.57 (Figure 2b). The
SCO2AT‐inferred Pc is about 315 hPa (Figure 2a), which is
enhanced to Pc ∼ 265 hPa by the MCO2AT (Figure 2b).
[23] Because it solves explicitly for Tebg, the MCO2AT is

applicable to both single‐layer and multilayer cloud pixels
and works more effectively for transmissive cirrus clouds in
multilayer situations or geometrically thick, tenuous clouds.

Figure 2. The 10.7 and 13.3 mm brightness temperatures for
clouds at different Pc (solid lines) and different "c

11 (dashed
lines) for the ARM SGP site at 1045 UTC, 1 May 2005.
(a) Calculations from the SCO2AT. (b) Calculations from
the MCO2AT. The GOES 12 pixel 10.7 and 13.3 mm
brightness temperatures are marked by the square.
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For the cirrus‐overlying‐stratus cloud situation, the effec-
tive background level is higher than the ground level (i.e.,
Pebg < Pg) and the MCO2AT‐inferred CTH will be raised
higher than the SCO2AT‐inferred CTH. For the geometri-
cally thick, tenuous cloud situation, the effective background

level is also higher than the ground level and likewise the
MCO2AT‐inferred CTH will be also higher than the
SCO2AT‐inferred CTH. For the situations having more
opaque upper troposphere clouds, the MCO2AT‐inferred
CTH would only be slightly higher than the SCO2AT‐in-

Figure 3. GOES 12 images of the (a) 10.7 mm and (b) 13.3 mm channel brightness temperatures, the
associated SCO2AT (c) Pc and (e) Pg, and the associated MCO2AT (d) Pc and (f) Pebg for an area of
32°N–42°N and 105°W–91°W at 1045 UTC, 1 May 2005. The squares in Figures 3a and 3b indicate
the ARM SGP CART site.
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ferred CTH, even though the MCO2AT‐inferred effective
background level will be higher than the ground level. This
is because the upper‐level opaque CTHs inferred by both
MCO2AT and SCO2AT are less sensitive to the different
effective background radiances. This can be seen in
Figures 2a and 2b where the dashed lines with "c

11 = 1 are
nearly identical for Pc < 500 hPa. Thus, the more opaque
the upper cloud, the smaller the difference between the
SCO2AT‐ and MCO2AT‐inferred CTHs. Moreover, as
described earlier in step 3C, the MCO2AT‐inferred 10.7 mm
effective background radiance Rebg

11 is constrained by a
midway threshold between the clear‐sky and satellite‐
observed 11 mm radiances, i.e., (Rclr

11 + Robs
11 )/2. As a result,

the effective background temperature Tebg inferred by the
MCO2AT is always bound by the clear‐sky temperature and
the satellite‐observed 11 mm brightness temperature.

4. Comparisons

4.1. Comparisons With ARSCL Data

[24] Figure 3 demonstrates the SCO2AT‐ and MCO2AT‐
inferred CTPs using GOES 12 10.7 mm (Figure 3a) and
13.3 mm (Figure 3b) brightness temperatures obtained at
1045 UTC on 1 May 2005 over the SGP domain that ex-
tends from 32°N to 42°N and from 105°W to 91°W. The
ARM SGP CART site is indicated by the little square near
the center of the images. The 13.3 mm brightness tempera-
tures in Figure 3b are obscured by the CO2 absorption and
thus appear colder (brighter) than the 10.7 mm brightness
temperatures in Figure 3a. Figures 3c–3f show the
corresponding values of the SCO2AT Pc and Pg and the
MCO2AT Pc and Pebg. The MCO2AT Pc values are gen-
erally smaller (higher in altitude) than the SCO2AT Pc and
their mean difference is about 70 hPa. Similarly, the
MCO2AT Pebg values are generally smaller than Pg and their
mean difference is about 240 hPa. There are 48 such half‐
hourly GOES 12 images analyzed on each day of May 2005,
so a total of 1488 cases are analyzed. A spatial average of zc is
obtained within a 15 km × 15 km area centered at the SGP
CART site. If all the GOES 12 imager pixels within the 15 km
area have valid Pc retrievals, it is considered as a completely
overcast upper cloud scene. If only part of the imager pixels
within the 15 km area have valid Pc retrieval, it is classified as
a broken upper cloud scene.

[25] In order to compare with the ARSCL CTH data, the
MCO2AT‐ and SCO2AT‐retrieved pixel‐scale Pc are first
converted to zc(Pc) using the RUC vertical profiles of height
and pressure levels. Second, from each half‐hourly GOES 12

Figure 4. Comparisons between the MCO2AT (solid circles) and SCO2AT (open circles) mean Zc and
the ARSCL vertical profile over the ARM SGP site on 1 May 2005.

Figure 5. Same as in Figure 2 but for the data obtained at
1545 UTC.
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Figure 6. (a) Mean Zc (SCO2AT) versus mean Zc (ARSCL). (b) Mean Zc (MCO2AT) versus mean Zc
(ARSCL). (c) Mean difference dZc (SCO2AT − ARSCL) versus Zc (ARSCL). (d) Mean difference dZc
(MCO2AT − ARSCL) versus Zc (ARSCL). (e) Mean difference dZc (SCO2AT − ARSCL) versus Npix.
(f) Mean difference dZc (MCO2AT − ARSCL) versus Npix. (g) Mean difference dZc (SCO2AT − ARSCL)
versus "c

11. (h) Mean difference dZc (MCO2AT − ARSCL) versus "c
11. Grey thick lines are for the running

means.
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analysis, a spatial average of zc was computed for the 15 km
area centered at the SGP CART site. Figure 4 shows the half‐
hourly mean zc from the MCO2AT (solid circle) and
SCO2AT (open circle) obtained on 1 May 2005, along with
the time series of the ARSCL cloud vertical profile plotted in
gray. The differences between the MCO2AT‐ and SCO2AT‐
inferred mean zc are approximately 1–2 km on this day,
where the MCO2AT mean zc are generally in better agree-
ment with the ARSCL uppermost CTHs than the SCO2AT
mean zc.
[26] Figure 5 shows another example of the 10.7 and

13.3 mm brightness temperatures calculated from the
SCO2AT (Figure 5a) and MCO2AT (Figure 5b) for clouds at
different pressure levels (solid lines) and with different "c

11

(dashed lines). This example is for a multilayered cloud pixel
having the brightness temperatures of about 259 K (10.7 mm)
and 246 K (13.3 mm) obtained at 1545 UTC on 1 May 2005
(see Figure 4). The upper layer cloud in this case is semi-
transparent (small emissivity), resulting in underestimation
of the upper CTH. The MCO2AT Pc is decreased by about
60 hPa and the MCO2AT CTH is above 1.5 km higher than
the SCO2AT‐inferred CTH.
[27] To evaluate the performance of the MCO2AT relative

to the SCO2AT, the ARSCL uppermost CTH data obtained
within ±1.5 min of the GOES 12 scan time at the SGP
CART site were used to calculate a mean ARSCL zc for
comparison with the 15 km means from the two satellite
methods. Of the 1488 cases, 25% were found having com-
pletely overcast upper cloud scenes in the 15 km areas.
About 18% of the cases were found to be broken upper

cloud scenes, which had some pixels without a zc retrieval.
More than 10% of the cases had no valid zc retrieval in the
15 km area, but the ARSCL data had upper‐level clouds.
These cases appeared to be optically thin clouds and were
not compared in this study. The broken upper cloud scenes
used in this study were limited to those having more than
two pixels having valid Pc retrievals. Those having only one
or two pixel Pc retrievals were not compared.
[28] Figure 6 shows the comparisons of the mean zc

between the ARSCL and the SCO2AT (Figure 6, left) and
MCO2AT (Figure 6, right) from all overcast and broken
upper cloud scenes as functions of different variables.
Figures 6a and 6b show scatterplots of the SCO2AT and the
MCO2AT CTHs, respectively, versus ARSCL zc. The
overall mean (±standard deviations) are 10.95 (±1.82) km for
the ARSCL, 8.42 (±2.48) km for the SCO2AT, and 9.94
(±1.97) km for the MCO2AT. The mean zc is ∼1 km smaller
for MCO2AT and ∼2.5 km smaller for SCO2AT than for
ARSCL. The MCO2AT raised the SCO2AT mean zc by
1.5 km. However, Figures 6a and 6b also show larger dif-
ferences from individual cases with both overestimation and
underestimation. The differences may be due to data mis-
matches from the two different satellite and ground‐based
observation platforms and/or due to other factors as further
evaluated in Figures 6c–6h.
[29] Figures 6c and 6d show the differences dzc in zc be-

tween the SCO2AT and ARSCL and between the MCO2AT
and ARSCL, respectively, as a function of the ARSCL zc.
Both SCO2AT and MCO2AT overestimate zc more often at
lower ARSCL zc and underestimate zc more frequently at

Figure 7. Comparisons between the MCO2AT‐inferred (solid circles) and SCO2AT‐inferred (open cir-
cles) mean Zc and the CALIOP (light gray) vertical cloud mask for (a) 0745 UTC 10 April 2007 and (b)
1745 UTC 22 April 2007.

CHANG ET AL.: UPPER TROPOSPHERE CLOUD TOP HEIGHT D06208D06208

9 of 13



higher ARSCL zc. The overestimation may be due to the
GOES 12 imager viewing a larger cloud volume with higher
CTHs nearby that were not seen by the ARSCL radar/lidar
vertical‐pointing view or that the SCO2AT and MCO2AT
had overestimated some of the upper CTHs, while under-
estimating many more cases. For thicker ice clouds, the
surface radar/lidar combination is often unable to detect the
cloud tops [e.g.,Mace and Benson, 2008]. Thus, the satellite
could easily appear to overestimate CTH in those cases.
[30] Figures 6e and 6f plot dzc (SCO2AT − ARSCL) and

dzc (MCO2AT − ARSCL), respectively, as a function of
Npix, the number of GOES 12 imager pixels having valid zc
retrieval in the 15 km area. Only the cases with Npix = 3–12
are analyzed, where Npix = 12 are from those cases having a
completely overcast upper cloud scene and Npix = 3–11 are
from those cases having a broken upper cloud scene. Those
cases having an overcast upper cloud scene had better
agreement with the ARSCL zc than cases with a broken
upper cloud scene. For all cases of Npix = 12, the mean dzc
(SCO2AT − ARSCL) and dzc (MCO2AT − ARSCL) are
−1.6 (±2.1) km and −0.3 (±1.5) km, respectively. It is also
noted that both the absolute mean dzc (SCO2AT − ARSCL)

and dzc (MCO2AT − ARSCL) increase significantly from
Npix = 12 to Npix = 11 and then increase gradually toward
smaller Npix. It appears that even one broken pixel can make
a large difference, possibly due to thinner clouds near cloud
edges. For all broken upper cloud scenes having Npix

between 3 and 11, the mean dzc (SCO2AT − ARSCL) and
dzc (MCO2AT − ARSCL) are −4.7 (±2.3) km and −2.7
(±1.8) km, respectively. These biases are much larger than
those for the overcast upper cloud scenes.
[31] In Figures 6g and 6h, dzc (SCO2AT − ARSCL) and

dzc (MCO2AT − ARSCL) are plotted against the
MCO2AT‐inferred "c

11. The absolute mean differences and
standard deviations both increase with decreasing "c

11. The
results show more increases in ∣dzc∣ with decreasing "c

11 for
the SCO2AT than for the MCO2AT, which indicate that the
CTH errors are reduced at all cloud optical depths from the
new method compared to the SCO2AT. The slight overes-
timate for "c

11 near 1.0 is consistent with the underestimation
of CTH by the surface radar/lidar complement for optically
thick ice clouds.

4.2. Comparisons With CALIOP Data

[32] The half‐hourly GOES 12 imagery data were mat-
ched with the CALIOP data over the CONUS and western
North Atlantic Ocean between 20°N and 55°N during the
month of April 2007. The region selection is partly due to
the limited spatial domain of the RUC reanalysis data. The
comparisons are limited to only the GOES 12 imagery data
obtained during 1, 4, 7, 10, 13, 16, 19, 22, 25 and 28 April
and with satellite viewing zenith angles less than 65°. The
maximum time difference in the matched data is limited to
±10 min between the GOES 12 and CALIOP observations.
[33] Figure 7 illustrates the SCO2AT‐ and MCO2AT‐

inferred CTHs matched with two sections of the CALIOP
vertical cloud mask taken at ∼0745 UTC, 10 April 2007
and at ∼1745 UTC, 22 April 2007. The mean zc in the
demonstrated examples from SCO2AT and MCO2AT,
respectively, are 8.68 (±1.69) km and 10.32 (±1.45) km
(MCO2AT) for Figure 7a and 8.89 (±1.11) km and 10.06
(±0.62) km for Figure 7b. Note that some of the CALIOP‐
observed upper‐level clouds were missed by the SCO2AT
and MCO2AT. In Figure 7a, no matched data were
obtained outside of 21°N and 33.5°N latitudes.
[34] The matched values of zc between CALIOP and the

SCO2AT and MCO2AT retrievals for more than 3000
matched cases are plotted in Figures 8a and 8b, respectively.
The CALIOP mean zc was obtained by averaging the
detected uppermost CTHs within the 3 × 3 imager pixel
array. The SCO2AT and MCO2AT mean zc were obtained
by averaging the valid zc retrievals, where at least 3 out of
9 pixels with valid zc are included in the comparisons. The
overall zc averages for the CALIOP, SCO2AT, and
MCO2AT are 10.75 (±2.13), 8.35 (±2.07) and 9.73 (±1.84)
km, respectively. The mean zc is ∼1 km smaller for
MCO2AT and ∼2.4 km smaller for SCO2AT than for
CALIOP, where some individual cases show larger positive
and negative differences. The MCO2AT is greater than the
SCO2AT mean zc by about 1.4 km, which is similar to
∼1.5 km obtained earlier over the ARM SGP site.
[35] Following the approach used for Figure 6, the dif-

ferences between the CALIOP, SCO2AT and MCO2AT are
plotted as functions of the possible factors that could cause

Figure 8. Comparisons for (a) SCO2AT Zc versus CA-
LIOP Zc and (b) MCO2AT Zc versus CALIOP Zc.
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Figure 9. (a, c, e, g, i) The mean difference dZc (SCO2AT minus CALIOP) and (b, d, f, h, j) the mean
difference dZc (MCO2AT minus CALIOP) as a function of the CALIOP Zc (Figures 9a and 9b), the time
difference between CALIOP and GOES 12 (Figures 9c and 9d), the GOES 12 viewing zenith (Figures 9e
and 9f), the Npix (Figures 9g and 9h), and "c

11 (Figures 9i and 9j). Grey thick lines are for the running
means.
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large individual differences. In general, both the SCO2AT
and MCO2AT tend to overestimate zc more at lower zc and
underestimate zc more often at higher zc (Figures 9a and 9b)
as seen earlier (Figures 6c and 6d). There appears to be
negligible dependence of dzc on the time differences
(Figures 9c and 9d), at least, for the window used here.
Likewise, there is no strong variation of dzc with viewing
zenith angle (Figures 9e and 9f) despite the potential for large
parallax errors. Unlike the results in Figures 6e and 6f, dzc
appears to have no strong dependence on Npix in Figures 9g
and 9h. Last, in Figure 9i, dzc (SCO2AT) varies systemati-
cally with "c

11 as seen in Figure 6g. Contrary to the results in
Figure 6h, however, there is no indication of such dependence
for MCO2AT in Figure 9j where the mean biases are nearly
the same (∼1 km) for the entire emissivity range. In Figures 9i
and 9j, there are few overestimates of CTH for optically thick
clouds ("c

11 ∼ 1.0) whereas in Figures 6g and 6h, there are
more overestimates of CTH for the optically thick clouds.
This may indicate the underestimates of the top heights of
these clouds from the surface‐based radar.

5. Concluding Remarks

[36] Accurate inferences of upper troposphere cloud top
heights (CTHs) for geometrically thick but optically thin
clouds are often difficult using passive meteorological sat-
ellite observations. For transmissive upper‐level clouds, the
inferences become more difficult in multilayer cloud situa-
tions when lower clouds coexist underneath the upper
clouds. Operational meteorological satellite analyses have
shown much success in using the CO2 absorption techniques
to retrieve the CTH information for transmissive cirrus
clouds, but all current retrieval methods are based on single‐
layer cloud assumptions. They commonly assume that the
cloud layer occupies an infinitesimal thickness in vertical
extent and that underneath the geometrically thin cloud layer
is a cloud‐free atmosphere over the surface. The single‐layer
assumptions may induce large uncertainties in the satellite‐
inferred CTHs because cloud vertical profiles, as revealed
by the data obtained from the cloud radar and lidar, are often
complex and a geometrically thin single‐layer cloud is
relatively infrequent.
[37] To overcome the difficulties with conventional single‐

layer assumptions, a new a modified CO2 absorption tech-
nique (MCO2AT) for inferring the upper CTH has been
presented in this paper. This new method is developed based
on a traditional single‐layer CO2 absorption technique
(SCO2AT) followed by an iterative retrieval procedure to
obtain an enhanced upper CTH for transmissive upper tro-
pospheric clouds. The new method and the traditional
SCO2AT are both applied to the 10.7 and 13.3 mm channel
data from the GOES 12 imager. Comparisons of the two
upper CTHs inferred from the GOES 12 data show average
increases of ∼1.5 km by the MCO2AT relative to the
SCO2AT. When they are compared to the ARM ARSCL
products derived from the ground‐based radar/lidar data and
to the satellite‐based CALIOP lidar data over midlatitude
regions, the mean CTHs for the MCO2AT and SCO2AT are
lower by ∼1 km and ∼2.5 km, respectively. These compar-
isons have demonstrated that the MCO2AT is more effective
than the SCO2AT for inferring upper tropospheric CTHs for
transmissive clouds and the overall inferences of the upper

tropospheric CTHs from the MCO2AT are closer to the
physical cloud tops detected by the surface and satellite‐
based active instruments.
[38] The new modified method, which uses only 10.7 and

13.3 mm data, is particularly useful for passive sensors like
the GOES 12, 13 and beyond, because those sensors carry
five channels, but only the two 10.7 and 13.3 mm thermal IR
channels are available for inferring upper tropospheric CTH.
The modified method is applicable to data from instruments
on other satellites having similar spectral bands. These
would include the currently operating Spinning Enhanced
Visible and Infrared Imager (SEVIRI) onboard Meteosat‐
8 and ‐9 and the MODIS on Terra and Aqua, as well as on
upcoming satellites such as GOES‐R. Future work includes
applications to other satellite data and additional compar-
isons with surface and space‐based active remote sensing
measurements to determine the accuracy of the new method
over a wide range of cloud, surface, and weather conditions.
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